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Part I

About the OAGN Innovation Lab



The Innovation Lab – What it is

http://www.socialinnovationacademy.eu/project/innovation-lab-definition/

http://www.socialinnovationacademy.eu/project/innovation-lab-definition/


Why was the Innovation Lab established?

• More innovation

• Free up time for the auditors to do more analysis

• Automation of audit – both possible and desirable

• Other SAIs were pulling ahead on data science (notably UK and 
Netherlands) – we wanted to follow

• New opportunities in data analytics with the developments in 
machine learning and computing power



The Innovation Lab - Tasks

1. Curating/wrangling data for financial and performance audit

2. On-demand data analytics

3. Develop small bespoke webapps for use in financial audit analytics

4. Develop custom search apps

5. Promoting data science and the use of machine learning at the OAGN

6. Experiment with new (cloud) technologies and methods



Where we come from

• 2 political scientists

• 1 economist

• 1 sociologist

• 1 physicist

(started out with just 3 people)

… we’re not an IT outfit, we’re a data science outfit



Our slogan:

We automate the boring stuff, 

so you can audit the exiting stuff!



Success factors for Innovation Labs

• Freedom to experiment

• Recruit people from audit, not IT

• No detailed planning — only the “what”, not the “how”

• Full support from top management

• Short development cycles #agile development

• Prioritise solutions to long standing issues



Some more success factors

• Knowledge on both audit and technology is important 

• An entrepreneurial mindset is probably even more important

• A lot of useful technology is open source and  (almost) free – use it

• Fix concrete problems for the auditors – this builds credibility

• Don’t start with big structural problems – it will never fly

• Make something, and sell what you have



Part II

Text Mining & Natural Language Processing

Some Basic Topics



NLP – What is it?

• The Wikipedia definition:
Natural language processing (NLP) is (…) concerned with the interactions between 
computers and human language, in particular how to program computers to process and 
analyze large amounts of natural language data.

The result is a computer capable of "understanding" the contents of documents, including 
the contextual nuances of the language within them.



NLP techniques

Some examples:

• Sentiment analysis (positive or negative?)

• Topic modelling (Topic A, B or C?)

• Text classification (E-mails: Spam or not-spam?)

• Named Entity Recognition (NER) (organisation or person?)

• Search/Retrieval

Pervasive use in consumer tech (chatbots, cell phones, search engines, Siri/Google Home, 
spam filters, plagiarism checks, market/customer analysis etc. etc.)



Example: NER & Sentiment Analysis

• Often used in analysis of customer reviews



NER at work
Google «understands» that the keywords «Barack» «Obama» 
is an «Entity» in the form of a «Person» - gives better search results



NLP - how text is handled

• Basically and highly simplified:

• Corpus - a collection of text documents

• «Word» vs. «Term»

• Each word in a corpus is a data point, each term a variable

• Prevalence→ Importance

• Lexica of positive/negative terms, synonyms

• Stopwords



Text pre-processing (almost always)



The concept of N-grams

• Tokenization→ single words
• Context?

• N-grams→ sequence of n textual elements

• (“happy” (unigram) vs. “not happy” (bi-gram)
• The sentence “I am not happy” has the following bi-grams:
• I am – am not – not happy

• What if you do sentiment analysis and use only single terms? 
• And «not» is a stopword and thus removed?



…and then you count…

• Bag-of-words

https://towardsdatascience.com/a-simple-explanation-of-the-bag-of-words-model-b88fc4f4971

• Document Term Matrix

https://towardsdatascience.com/a-simple-explanation-of-the-bag-of-words-model-b88fc4f4971


TF-IDF (a measure of importance)

• Term Frequency
• how often do the term occur in a document

• Inverse Document Frequency
• log(total number of documents/number of documents containing the 

term)

• TF-IDF→ tf x log(N/df)



Example 1: Sentiment Analysis by the ECA

• Simple question:

• Do the ECA press releases tend to be more negative than their 
reports, perhaps as a way of making the headlines?

• Data material: 

129 special reports, 27 reviews, 12 opinions and 30 audit previews + associated press releases

https://medium.com/ecajournal/spinning-negative-messages-a-closer-look-at-the-tonality-of-eca-audit-reports-and-press-releases-42b285c15a97

https://medium.com/ecajournal/spinning-negative-messages-a-closer-look-at-the-tonality-of-eca-audit-reports-and-press-releases-42b285c15a97


Tonality – bad news sell?



Main results

• The tonality of ECA publications is slightly on the positive side

• Press releases contain more tonality information (‘subjectivity’) 
than the full publications

• The tonality score of ECA publications correlates well with the 
tonality score of press releases.



Example 2: Using REGEX

• Regex (regular expressions)
• a programming tool

• a host of functions to search for patterns in text

• available in all programming languages

• (Very simple) example from regex in Linux:
The regex command grep bash /etc/passwd

will output all lines containing the word «bash» 

from the file passwd, in the etc folder



A laundromat for text, using REGEX 



SpaCy



So, what do you need to get started?

• An old laptop (almost free)

• Python or R (free)

• NLP libraries/frameworks (free)

• Knowledge (lots and lots of free NLP tutorials/material online)



Part III – Text Mining in the Form of Search



PDF – Where Information Goes to Die

• PDF
• A brilliant format for archives

• The whole point is that a document should be unalterable

• Terrible if you want to do analysis

• What if you want to do fast full text search in 10 000 PDF documents?



Example 3: 35 000 PDFs – what to do 

• We have 35 000 PDF documents from Norwegian hospital 
boards

• 25 hospital boards, 12-14 board meetings a year, last 6 years

• All documents published on the web (25 different websites)

• How to make this searchable in full text



We built a pipeline where…

• Hospital documents are now
• automatically collected from the web (webscraped once a week)

• ingested into a specific database type, inc. PDF → JSON (Elasticsearch)

• made searchable in a webapp interface (built with R & Shiny)

• It takes us now approx a week to develop a new search app for a 
specific use case



About Elasticsearch (elastic.co)

• Open source search & analytics engine

• Designed for text search

• Fast and relevant full text search – scales extremely well
• Relevant results based on TF-IDF: how prevalent is the search word 

in the document, and how unique is the word across documents

• 1 000 or 100 000 documents - search takes normally < 0.5 seconds 

• Uses stemming and synonym dictionaries



Useful Search Technology

• Elasticsearch

• Azure Cognitive Search

• Apache Lucene

• AWS CloudSearch



Example 4:

80 000 pages of text in the form of .jpg pics

How to build a custom search engine



The case in question

• A performance audit needed to analyse 80 000 pages of 
material from the 1980s – written on typewriter and scanned to 
.jpg

• Audit topic: 

An offshore oil rig disaster in 1980

123 people died

A national trauma ever since



From This TO This ?



Optical Character Recognition (OCR) using 

R packages:

• magick
• image pre-processing: converted to black/white and scaled to 2000 px.

• tesseract
• OCR-scanning, using both the Norwegian and English libraries
• Ignoring certain special characters (blacklist) 

• future and future.apply
• parallel processing

Result: a folder with the same files in .txt-format



Quality of result

Original After OCR



☺



Attaching metadata to the files through webscraping

• 1 file = 1 page

• No metadata (title, archive ref, topic etc.) attached

• Helper file could identify each page’s archive folder reference, 
and each folders webpage 

• Webscraping using the R packages rvest and RSelenium





Search app using

• Webapp created using the Shiny package in R (and our own UI package)

• Documents (texts) pushed to Elasticsearch index via R (package elastic)





10 min break
Happy to answer questions

from this first session
after the break 



Part IV

Classifying criminal cases 

by using machine learning

on text



Used in a recent performance audit report on
«The Police’s efforts towards ICT-crime»



ML used on text– nothing new

For example used in spam 
filters for a long time

Source:
https://becominghuman.ai/spam-mail-detection-using-
support-vector-machine-cdb57b0d62a8

https://becominghuman.ai/spam-mail-detection-using-support-vector-machine-cdb57b0d62a8


What we (well, not me) did

• Quite similar to the spam-filter example

• The question:
• «Of all reported criminal cases – how many are related to ICT crime?»

• A classic (binary) classification problem

• 300 000+ cases →ML-algorithm ICT-crime

Not ICT-crime



Alternative algorithms tested

• Naive Bayes (bad result – just a bit better than a coin toss)

• Random Forest (heavily overtrained)

• XGBoost (heavily overtrained)

• Neural Network (bad result – not good enough data)

• Support Vector Machine (SVM) – chosen
• SVM is a supervised, black box ML-model

• Test always several alternatives → seldom obvious what’s best for 
your case



A note om «overtraining»
(also known as «overfitting»)

• Overtraining is a chronic problem when doing supervised ML

• Simplified: 
• You make (train) a classification model on the basis of some known (training) data

• To predict class affiliation for new units with unknown data

• Always a risk for the model to be «too well» fitted to training data → result is meagre prediction power

Source: https://medium.com/greyatom/what-is-underfitting-and-overfitting-in-
machine-learning-and-how-to-deal-with-it-6803a989c76

https://medium.com/greyatom/what-is-underfitting-and-overfitting-in-machine-learning-and-how-to-deal-with-it-6803a989c76


Train a model? Fine, but…

•Help, we don’t have training data!

•Well, then we must make training data…



The making of training data

Manual classification of 1072 cases

1. Got all documentation from 334 544 criminal cases

2. Drew a random sample of 1072 cases, for manual assessment and 
classification

Result: 1072 manually classified cases. This became our training data



ML-classification

• Data → text from crime report, case description etc.

• Standard data preparation: tokenization, stemming, removing 
stopwords etc.

• Some terms specific/more prevalent for ICT crime cases

• Terms are thus the variables (features) defining the prediction



Choice of terms/variables/features

• Some terms more prevalent for IKT crime, than for not-ICT crime

• Weighting terms using TF-IDF (based on training data)
• (Term Frequency – Inverse Document Frequency)

• Used the 150 terms with highest weight from each class, removed 
common words (from the 1072 training cases)

• Chose 70 terms (variables) with the greatest difference in weight 
from the two classes 



On synonyms – a thing…

• Some terms appear rarely, but are very ICT specific (for example 
«hack»)

• Important terms, but each has limited weight as they are rare

• Made an “index/synonym” variable which represented the 
collection of these terms  



«Synonym» to remove standard text

• OCR scan of forms → you also get unwanted standard form text

• Made a «synonym»-variable which contained the standard form 
text (sentences)

• «IF form is used, THEN remove text as defined in synonym 
variable»



Synonyms – General experience

• Important to have a plan for handling synonyms

• Often important for the model’s prediction power



Training-test-validation of the model

• Algorithm: Support Vector Machine

• 70+ variables

• 1072 manually classified cases as training data

• Used 5-fold cross validation (944 cases for training/test, 137 
cases to validate the model)



The final, trained model

• Run on the entire population (300 000+ cases)

• Cases most similar textually to ICT crime…

• …are put in the «ICT crime box» by the model



Results…?

• Different metrics on model fit

- No model is perfect (Ref. «model»)

• F.ex. pregnancy – what is worse?
• To get the message of pregnancy – when you in fact are not? (false positive)

• To get the message of non-pregnancy – when you in face are pregnant? (false 
negative)

• So: Which metric is best in a certain case?

https://towardsdatascience.com/understanding-confusion-matrix-
a9ad42dcfd62

https://towardsdatascience.com/understanding-confusion-matrix-a9ad42dcfd62


Matthews correlation coefficient (MCC)

• MCC = 1 
• Perfect fit between prediction and reality (all cases classified correctly)

• MCC = 0 
• The model is as good (bad) as a coin toss

• MCC = -1 
• 100 % of the cases are misclassified

• Result  - MCC for cases on ICT crime: 0,82



Results cont’d:

• 21 500 cases of a total of 334 544 was categorised by the model 
as ICT crime.



And some more results…



A brief summary

• So – what now?

• Well, it’s a question of knowledge

• Most NLP techniques are rather easy to understand

• All you need is an old laptop, Python & a (somewhat) bright mind

• Just go for it!


